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* Image-text model -> instruction tuning -> zero-shot tasks
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Challenges

* Image-text models excel at zero shot learning in image QA but MSRVTT

DARTMOUTH

Video QA.
NoCaps THKT GOA VSR IconQA TextVQA Visdial HM VizWiz S6QA MSVD MSRVTT iVOQA
P¥ 30K © image QA | QA

Flamingo-3B [*] - 606 : - 30.1 - 537 289 - 215 | 11o | 327
Flamingo-9B [/] - 615 ; ; 31.8 - 570 288 - 302 | 137 | 352
Flamingo-80B [] - 672 ; ; 35.0 . 464 316 - 356 | 174 | 407
BLIP-2 (FlanT5x) [ ] 1045 76.1 440 605 455 431 457 530 298 549 337 | 162 | 404
BLIP-2 (FlanT5xx.) [0] | 98.4 737 446 682 454 441 469 520 294 645 344 | 174 | 458
BLIP-2 (Vicuna-7B) 107.5 749 386 500 397  40.1 449 506 253 538 183 | 92 | 275
BLIP-2 (Vicuna-13B) 1039 71.6 41.0 509 406 425 451 537 196 610 203 | 103 | 235

InstructBLIP (FlanT5x, ) 1199 845 484 648 500 46.6 46,6 56.6 327 704 434 25.0 | 53.1
InstructBLIP (FlanT5xx.) | 1200 835 479 65.6 51.2 46.6 48.5 541 309 706 443 25.6 | 538
InstructBLIP (Vicuna-7B) | 123.1 824 492 543 431 50.1 452 596 345 605 418 22.1 52.2
InstructBLIP (Vicuna-13B) | 121.9 828 495 52.1 4438 50.7 454 575 334 631 412 24.8 51.0
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Shortcut Hypothesis

Image-text models may be using
shortcuts from text to hack the
VQA tasks.

N

What if they jump over the doorway?

[f the person were to jump over the doorway, they
G would be leaving the confines of their current location Less focus on

and venturing into the vastness of space. This could be  yjsyal input

a metaphorical representation of stepping out of one’s
comfort zone or embarking on a new adventure.
However, it is important to note that such an action “Person might be caught
would be extremely dangerous and potentially life- in mid air on a sky”
threatening due to the harsh conditions of space.
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Shortcut on Video Captioning

Video captioning requires direct understanding on visual inputs,

but image-text models are weak on it.

MSR-Video to Text [1] Code # video
Model -text

C. M. R B4.
IcoCap 60.2 31.1 649 47.0 No
MaMMUT 73.6 - No
VideoCoCa 73.2 - 68.0 53.8 No 144.TM
VALOR 740 329 68.0 544 Yes 1.18M
VLAB 749 334 683 546 No 10.7M
GIT2 759 33.1 682 548 Yes
VAST 780 - - 56.7 Yes 27TM
mPLUG-2 80.0 349 70.1 578 Yes 2.5M
InstructBLIP 50.8 26.1 55.1 31.1 Yes -

DARTMOUTH
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Break Shortcut

Under resource constraints (model, data, supervision), how can we let
image-text models focus on videos for producing captioning?
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RL supervision
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- We use CIDEr score as metric-based reward to reinforce video captioning.

| _| Learned Queries |
E H ViT Aggregator | LLM
#. | . ags, .o -Mode - v -How.- ¥ } -Mode- w¥||-Size- ¥
8 224 x224 Frozen Average Q-Former Frozen 2.7B
16 364 x 364 Trainable Concat EEE Trainable 3B
32 N---N II: H B T: | l 7B

[ A man is surfing on the waves ]

Post-training w/ RL
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Model Architecture

ViT + Q-Former + Flan-T5-XL
- Video inputs: multiple frames
Frames embeddings were concatenated

—

I

| —| Learned Queries
E *ﬁ ViT Aggregator
v Res. | [Mose <] | [How ~ "
8 224 x 224 Frozen Average Q-Former
16 364 x 364 Trainable Concat T
32 H-EEEER EEEEDE |

DARTMOUTH

Post-training w/ RL

CIDEr
Reward Model

[ A man is surfing on the waves ]

LLM
-Mode- ¥|-Size- ¥
Frozen 2.7B
Trainable 3B
7B

-Post Train-

True

False
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Optimal Recipe

Fine-tune InstructBLIP model on MSR-VTT-Caption dataset with
1) Post-Training with RL 2) updating Q-Former Only
3) Moderate Video Quality

| —| Learned Queries | Post-training w/ RL

EH | ViT Aggregator | LLM CIDEr

— . Reward Model
-#- Vv| -Res.- V¥ -Mode- M -How.- ¥ } -Mode- ¥||-Size- ¥ — == ====
8 224 x 224 Frozen Average Q-Former Em—— 578 _PostTrain- ¥l
i

16 364 x 364 Trainable Concat Trainable 3B — - e

' False

32 H---EEEER EEEEN 1 7B -

[ A man is surfing on the waves ]
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We achieved 2nd best against SoTA video captioners

MSR-VTT-Caption [1]

CIDEr METEOR ROUGE-L BLEU-4

Model
IcoCap [2] 602  31.1
MaMMUT [3] 73.6 -
VideoCoCa [4] 73.2 -
VALOR [5] 740 329
VLAB [6] 749 334
GIT2 [7] 75.9  33.1
VAST [8] 780 -
| mPLUG-2 [9] 80.0 | 349
InstructBLIP [10] 50.8  26.1
| Ours 795 | 342

64.9
68.0
68.0
68.3
68.2
70.1

35.1
68.3

47.0
53.8
54.4
54.6
54.8
56.7
57.8
31.1
524

Code # video
-text

No -

No -

No 144.TM

Yes 1.18M

No 10.7M

Yes -

Yes 2T™M

Yes | 25M |

Yes -

Yes

|6K I

10
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Key Findings

* RL Supervision:
Reinforcement learning (SCST) aligns captions with human preferences
Improved CIDEr scores by 3.4-6.5%

m FLAN-T5-XL-3B = FLAN-T5-XL-3B w/ SCST  Vicuna-7B
® Vicuna-7B w/ SCST

80

60

) I]
2 il

CIDEr METEOR ROUGE-L BLEU-4

11
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Key Findings

* RL Supervision:
RL achieves optimal performance very few epochs.

FLAN-T5-XL-3B FLAN-T5-XL-3B w/ SCST Vicuna-7B Vicuna-7B w/ SCST
® Train Loss @ Val CIDEr ® Train Loss @ Val CIDEr ® Train Loss @ Val CIDEr ® Train Loss @ Val CIDEr
2.6 0.760 -0.0015 0.82 2.500 0.750 -0.002 0.77
54 0.735 o008 0.80 2345 0.725 -0.007 —
0.710 0.78 2.190 0.700 0.012
2.2 0.0041 o = 0.73
0.685 0.76 2.035 0.675 -0.017
2.0 0.660 -0.0054 0.74 1.880 —==== 0.650 -0.022 0.71
5 10 15 20 5 10 15 20 5 10 15 20 2 4 6 8 1012 14

12



E? DARTMOUTH
Key Findings

* Model Scale:
Trainability hierarchy: Q-Former > LLM > VIiT

SVITA QA LLMA sWiT Q4 uma  VIT - Q-formerdd LLM & VIiT = Q-former® LLM VIiTédh Q-former & LLM &
ViTo Q& LM ® Train Loss ® Val CIDEr ® Train Loss @ Val CIDEr ® Train Loss ® Val CIDEr
80 0.65 075 2.6 0.76 2.50 0.74
- I] 0.60 g-;; . 0.74 . 0.73
0.55 : ' 0.72 << 0.72
0.72

40 0.50 071 2.2 0.70 50 0.71
” [l I] I] 0.45 0.70 0.68 0.70
CIDEr METEOR ROUGE-L BLEU-4 0.40 s 4 s s mO.EB 2.0 ; " s zﬂuﬁa 1.75 : " s Eﬂm.ag

13
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Key Findings

* Model Scale:
Mid-sized LLMs (e.g. 3B) work best for video captioning

2 OPT-278 = FLAN-T5-XL-2B = Vicuna-7TB OPT-2.7B FLAN-T5-XL-3B Vicuna-7B
80 @ TrainlLoss @ Vval CIDEr @ TrainLoss @ Val CIDEr @ TrainlLoss @ val CIDEr
T 26 03Irs 26 0.750
60 o 0.750 54 0.725
o 0.725
22 0.700
40 . 0.700
I] oars 20 0675
«0 2 2.0 0650 1.8 0.650
CIDEr METEDR ROUGE-L BLEU-4 10 N 5 10 15 20 o 5 10 15 20 :
Epech Epoch

14
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Key Findings

« Data Efficiency:
Larger image-text pretraining datasets provides good initializations

® 120M ® 4M Pre-train with 4M image-text pairs Pre-train with 129M image-text
80 ® Train Loss @ Val CIDEr ® Train Loss ® Val CIDEr
2.9 0.65 3.0 0.7
60 2.8 0.60
2.8
2.7 0.55 S 0.6
40 2.6 0.50 '
0.5
- 2.5 045 24
20 24 040 22 0.4

CIDEr METEOR ROUGE-L BLEU-4 5 10 15 20 5 10 15 20 25 30

15
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Key Findings

« Data Efficiency:
Lower resolution (224x224) works efficiently

¥ 224 x 224 W 364 x 364 Train with videos in 364 x 364 Train with videos in 224 x 224
80 ® Train Loss @ Val CIDEr ® Train Loss @ Val CIDEr
2.6 0.74 28 0.75
60
2.4 0.72 2.4 0.73
40 . 2.2 0.70 2.2 0.71
20 - 2.0 0.68 2.0 0.69

CIDEr METEOR ROUGE-L BLEU-4 5 10 15 20 5 10 15 20

16
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Key Findings

« Data Efficiency:
Frame concatenation better captures temporality than averaging

Fuse with average Fuse with concatenation
™ Average ® Concat :
@ TrainLoss @ Val CIDEr @ TrainLoss @ Val CIDEr

80 2.6 072 28 0.76
60 " oo 2.4 0.74
22 0.72

40 2.2 0.68
- 2.0 0.70
20 2.0 066 18 0.68

CIDEr METEOR ROUGE-L BLEU-4 2 4 6 8 10 5 10 15 20

Epoch Epoch

17
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Qualitative Comparison: image-text model v.s. Ours

((a)) Baseline: A hand pouring cream into a glass bowl. A
hand whisking the cream in the bowl. The cream has been
whipped to a fluffy consistency. A hand mixing the cream
with a whisk. Ours: A woman introduces and showcases
her ingredients, including readily available condensed milk,
as she places it into a large bowl.

((b)) Baseline: Person driving a car. Person holding a smart-
phone while driving. Person’s hands on the steering wheel.
Person’s face is blurred while driving. OQurs: A man in
sunglasses drives a car with the roar of a high-speed engine
in the background, expressing his desire for unlimited fuel
to keep driving into the sunset forever.

18



((c)) Baseline: A pig wearing glasses is holding a tray with
various objects on it, and two smaller pig characters are
gathered around the tray. The pig is standing in a pink room
with a window and a door, and there are some items scattered
around the room. The pig is interacting with the two smaller
pig characters in a playful and engaging manner. Qurs: A
group of cartoon characters, including piggy ones, prepares
for a trip. One character double-checks if they have packed
everything, while another emphasizes the importance of
each item.

DARTMOUTH

Qualitative Comparison: image-text model v.s. Ours

((d)) Baseline: Getting ready to take flight. Mid-air magic.

Landing with style. Cruising in comfort. Qurs: A young
boy skateboards at a skate park, explaining skateboarding
techniques and demonstrating how to perform a trick by
using your hands to grab the nose of the board for better
control.

19
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Summary

- |Identified shortcut in current image-text model’s visual understanding
- Key factors for recycling image-text model to video captioning
- Achieved top performance with minimal resources by RL

20
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