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Model Size vs. Accuracy: a trade-off
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Cost of Neural Architecture Search: big CO2
emissions



Current Methods (e.g. PDARTS)



Current Methods (e.g. CNAS)



Key Question

How might we collectively search diverse networks with different size, with their weights sharing, 
under one unified search procedure?



Answer

Expanding the curriculum learning from data level to model level for neural
architecture search.



Curriculum Learning 
smoothly learning representation on data level from simple to hard

similar to human learning



Curriculum Learning
smoothly search architectures on model-architecture level from simple to complex



Curriculum SuperNet Training 1. SuperNet2SuperNet



Curriculum SuperNet Training 1. SuperNet2SuperNet



Curriculum SuperNet Training 2. Progressive SuperNet Distillation



Overview of AdaSearch



Cost of Neural Architecture Search: ours have less
CO2 emissions
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• Self-supervised Learning: Contrastive Learning, Predictive Learning
• etc...

Future Works



Thanks for listening!


