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Model ExperimentMotivation & Target
- Performance Comparison with SOTAs

- Ablation Study

- Case Show

- Overall Framework

-- 1. Pretrained Word Embedding for NLP Information

-- 2. Big Dropout Rate as Semantics Augmentations

- Target: Image Captioning with Very Few Labels

- Motivation: Improving image captioning via 
leveraging unlabeled images from massive
unpaired web sources

- Challenge:
-- 1. Cross-modal data - Unlike previous studies working 
on single- modal data (e.g., image, text, or graph), 
image caption generation is a cross-modal task on the 
intersection of image and text;
-- 2. Complex task - Image caption generation is a 
complex task that has to generate new content rather 
than simple classification or prediction task studied in 
previous work.
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